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Spatial (or Dataflow) Accelerators

- Millions of Parameters (i.e., weights)
  - Billions of computations
  - Heavy data movement

  Spread computations across hundreds of ALUs

  Reuse data within the array via local memories and direct communication

  Examples: MIT Eyeriss, Google TPU, …
Two Key HW Design Challenges

• How do we map billions of computations over *limited* compute and memory resources (aka *Dataflow*)?

• How do we design the accelerator to efficiently map arbitrary layer types and dataflows?
MAESTRO: Analytical cost model for DNN dataflows

https://arxiv.org/abs/1805.02566
<table>
<thead>
<tr>
<th>Time</th>
<th>Topic</th>
<th>Presenter</th>
</tr>
</thead>
<tbody>
<tr>
<td>8:30 to 9:00</td>
<td>Introduction and Background</td>
<td>Tushar</td>
</tr>
<tr>
<td>9:00 to 10:00</td>
<td>A primer on DNN Dataflows</td>
<td>Michael</td>
</tr>
<tr>
<td>10:00 – 10:30</td>
<td>MAESTRO Data Directives</td>
<td>Prasanth</td>
</tr>
<tr>
<td>10:30 – 10:50</td>
<td>Coffee Break</td>
<td></td>
</tr>
<tr>
<td>10:50- 11:10</td>
<td>MAESTRO Data Directives [contd]</td>
<td>Prasanth</td>
</tr>
<tr>
<td>11:10 – 11:45</td>
<td>MAESTRO Analytical Model</td>
<td>Hyoukjun</td>
</tr>
<tr>
<td>11:45 – 12:30</td>
<td>MAESTRO Hands-on Exercises</td>
<td>Hyoukjun &amp; Prasanth</td>
</tr>
<tr>
<td>12:30 – 2:00</td>
<td>Lunch</td>
<td></td>
</tr>
</tbody>
</table>
MAERI – DNN Accelerator for Flexible Dataflows
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Zhao et al, ISPASS 2019

Kwon et al., ASPLOS 2018,

Kwon et al., ASPLOS 2018,
## Schedule: Afternoon

<table>
<thead>
<tr>
<th>Time</th>
<th>Topic</th>
<th>Presenter</th>
</tr>
</thead>
<tbody>
<tr>
<td>2:00 - 2:20</td>
<td>Overview of MAERI</td>
<td>Tushar</td>
</tr>
<tr>
<td>2:20 – 3:00</td>
<td>MAERI Mapper</td>
<td>Zhongyuan</td>
</tr>
<tr>
<td>3:00 – 3:20</td>
<td>MAERI RTL</td>
<td>Hyoukjun</td>
</tr>
<tr>
<td>3:20 – 3:40</td>
<td>MAERI Demo</td>
<td>Hyoukjun</td>
</tr>
<tr>
<td>3:40 – 4:00</td>
<td>Coffee Break</td>
<td></td>
</tr>
<tr>
<td>4:00 – 4:30</td>
<td>Hands-on Exercises</td>
<td>Hyoukjun &amp; Zhongyuan</td>
</tr>
<tr>
<td>4:30 – 5:00</td>
<td>Extensions</td>
<td>Michael</td>
</tr>
<tr>
<td>5:00 – 5:10</td>
<td>Wrap-Up</td>
<td>Tushar</td>
</tr>
</tbody>
</table>
Tool Release and Resources

• Slides and Video will be posted on the tutorial page
  • http://synergy.ece.gatech.edu/tools/maeri/maeri-tutorial-hpca2019/

• All codebases will be added to github by tomorrow evening
  • Link will be added on tutorial website

• Feedback
  • Please add your name to the sign-up if you have not
    • For statistics
    • We will send out a feedback form

• This is all work in progress
  • Please reach out to us if you find a bug
    • Better still – fix it and contribute back on github!
Future Extensions

• MAESTRO
  • validation
  • support for sparsity
  • support for other layer-types

• MAERI
  • Testbenches for other layer-types and networks
  • Mapper to Testbench auto-generator
  • Code-optimization for FPGAs
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