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The Future

Training AI at the Edge By Yasser Khan | May 11, 2020

A Revolution in Privacy Constraints for the World of Al
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Training at the Network Edge with Al: 3 Key Benefits

. o 2 ) Using Al to train at the edge is critical for loT
implementations, especially as they scale. But

the sheer horsepower of the cloud means the
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implementation, hundreds or perhaps thousands of
new devices are added to the tally. And each time
an implementation is successful, exponential
growth is often seen as companies grasp the value

Edge AIIs The Next Wave of Al

Why do you need to know about Edge Al? How do you get into the
wave?
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The A.l. at edge landscape
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The A.l. at edge landscape
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Challenges with current landscape
* Limited uplink and downlink bandwidth to the cloud
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Learning at the Edge

* The environment at the edge can change rapidly
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Learning at the Edge

* The environment at the edge can change rapidly
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Learning at the Edge

* The environment at the edge can change rapidly
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Learning at the edge

* The environment at the edge can change rapidly
* Needs continuous learning

* Limited Compute and memory at the edge
* Needs to fit in the hardware budget at the edge

* No mechanism to label collected data
* Needs ability to process unlabeled and unstructured data
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Algorithms for Learning at the edge

Hyper-param DNN Compute Memory

Tuning Plasticity
Supervised Labeled Manual Designed for | Backprop | Backprop
DL X X one problem | (gradients) | (gradients)

X X X
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Template for Continuous Learning

Environment

MARIOD WORLD TIME
000000 1 x00 1-1 379

Learning Inference
Algorithm Agent

_J

Accumulated Learn how

Rewards to improve

[ This is Reinforcement Learning } at one task Learn multiple tasks

Reinforcement Learning - Continuous Learning?
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Candidates for Continuous Learning

Data

Hyper-param
Tuning

DNN
Plasticity

Compute

Memory

Supervised Labeled Manual Designed for | Backprop | Backprop
DL X X one problem | (gradients) (gra)(gients)
Reinforceme | Unlabeled Manual Reward Backprop | Backprop
nt Learning Function (gradients) | (gradients)
v X v X X
( RL is not viable for continuous 1
\ learning on the edge
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Neuro-Evolutionary (NE) Algorithm

Generate intial
population
L

Evaluate
population fitness

Interaction with
environment

Child Genomes

Reproduce next
generation

:>§->
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NEAT
Parent Genomes

(ATXXLAAL,

Fitness
Function Yes

Genome «—

Gene

(KATLAARAL,

Interaction Evolution Interaction Evolution Interaction
(Inference) (Learning) (Inference) (Learning) (Inference)

Neural Network (NN) expressed as a graph

Gene: Vertex or Genome: Collection of NeuroEvolution of Augmented Topologies (NEAT) [1]
Edge in the graph all genes (i_e_’ a NN) [1] Stanley, K. O., & Miikkulainen, R. (2002). Evolving neural networks through

augmenting topologies. Evolutionary computation, 10(2), 99-127.

This slide adapted from — Samajdar et. al. GeneSys: Enabling Continuous Learning through Neural Network Evolution in Hardware.
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Neuro-Evolutionary (NE) Algorithm

/ Generate intial /
population
[,

Child Genomes Create parent pool Problabi/ity Problavbility

— Y v

Choose parents — Crossover = Mutation

— »configurable parameters

Evaluate
population fitness
Interaction with
environment

Add to
offspring pool

Reproduce next
generation

NEAT
Parent Genomes

Fitness
Function

Speciate Offspring 4’.®
Pool

NeuroEvolution of Augmented Topologies (NEAT) [1]

i . i [1] Stanley, K. O., & Miikkulainen, R. (2002). Evolving neural networks through
Neuro-evolutionary Algo - Continuous Learning? augmenting topologies. Evolutionary computation, 10(2), 99-127.

This slide adapted from — Samajdar et. al. GeneSys: Enabling Continuous Learning through Neural Network Evolution in Hardware.
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Learning Algorithms at Edge

Hyper-param DNN Compute Memory
Tuning Plasticity
Supervised Labeled Manual Designed for | Backprop | Backprop
DL X X one problem | (gradients) (gra)céients)
Reinforceme | Unlabeled Manual Reward Backprop | Backprop
nt Learning Function (gradients) | (gradients)
v X v X X
Evolutionary | Unlabeled Automated Reward Massive | Only store
Function Parallelism model
/ v v/ v v
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Learning at the Edge

* |s continuous learning enough?
* Edge devices often deployed in groups

* Can knowledge gained by one help the entire system?

7~
N Jf m% il

[Distributed learning J
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Neuro-Evolutionary (NE) Algorithm

\/

/ Generate intial /
population
B

Child Genomes
A Al
Evaluate
population fitness

\
Interaction with
environment

/ Reproduce next /
generation
No 4 NEAT
Parent Genomes

Fitness
Function

[COUld we scale NEAT at the edge? ] NeuroEvolution of Augmented Topologies (NEAT) [1]

[1] Stanley, K. O., & Miikkulainen, R. (2002). Evolving neural networks through
augmenting topologies. Evolutionary computation, 10(2), 99-127.

This slide adapted from — Samajdar et. al. GeneSys: Enabling Continuous Learning through Neural Network Evolution in Hardware.
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Scaling NEAT at the Edge

e Test bed with 15 Raspberry Pi
e Connected with 62.24Mbps local WiFi network

[NEAT : Python] ==

_ — - -— —y — — -
-—-— - -
— S - —_—y — — _
- - -~ -
Cart pole Mountain car Lunar Lander
Yoo
NEAT Python: https://github.com/CodeReclaimers/neat-python Airraid-RAM Alien-RAM Amidar-RAM
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Scaling NEAT at the Edge

* Test bed with 15 Raspberry Pi
* Connected with 62.24Mbps local WiFi network
* Only fitness function is changed between workloads

* All workloads are run till convergence (or failure) multiple times

* Multi-step inference — Rewards accumulated over multiple time steps
between each generation

* Single-step inference — Rewards from each action leads to a new generation
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Neuro-Evolutionary (NE) Algorithm

ISPASS 2020

<>

/ Generate intial /
population .
| —Child Genomes
\

Evaluate
population fithess

Interacti
environment

[~

Fithess
Function

/ Reproduce next /
generation

No 4} NEAT

Parent Genomes

NeuroEvolution of Augmented Topologies (NEAT) [1]

[1] Stanley, K. O., & Miikkulainen, R. (2002). Evolving neural networks through

menting t logies. Evolution m jon. 10(2

-127.
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Scaling NEAT at the Edge

* Scaling Inference — Fitness Calculation

Central agent selects the

Q0O Central agent speciates Inference performed in fittest parents in each
the population parallel species, spawn counts
8)/ (8)| (8 i pecies, sp
(A) (A) A)
Central agent Central agent distributes the Compute agents Central agent performs
creates a new genomes across multiple reply with fitness reproduction for next
population inference agents (A) values (B) generation
@ Inference O Reproduction Q© Speciation @ Communication
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Scaling NEAT at the Edge

* Scaling Inference — Fitness Calculation
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Neuro-Evolutionary (NE) Algorithm
Cstart

/ Generate intial /
population

ISPASS 2020
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NeuroEvolution of Augmented Topologies (NEAT) [1]

[1] Stanley, K. O., & Miikkulainen, R. (2002). Evolving neural networks through
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Scaling NEAT at the Edge

* Scaling Learning — Reproduction

. Central agent Inference Central agent selects Compute agents Inference performed in
.O speciates the performed the fittest parents perform arallel P
population in parallel and spawn counts reproduction in P
B Bl| B parallel
ACD ACD ACD
Central agent Central agent distributes Compute Central agent distributes Compute agents Central agent
creates.a new the §ENOMES across agent§ reply parent genomes, spawn send child genomes  speciates the
population multiple inference agents with fitness count for reproduction for speciation (D) population
(A) values (B) (€)
@ Inference O Reproduction @ Speciation @ Communication
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Evolution and

Scaling NEAT at the Edge

* Scaling Learning — Reproduction
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Neuro-Evolutionary (NE) Algorithm

— »configurable parameters

& CSTART >

Generate intial Create parent pool| Probability = Probability
population . I )
Child Genomes _4
el - \ Add t
populationfitness/ Choose parents —| Crossover | Mutation > e
Interaction with offspring pool

environment / Reproduct? next /
generation

NEAT

Parent Genomes

Fitness
Function

Speciate Offspring
Pool

NeuroEvolution of Augmented Topologies (NEAT) [1]

[1] Stanley, K. O., & Miikkulainen, R. (2002). Evolving neural networks through
menting topologies. Evolution m jon. 10(2 -127.
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Scaling NEAT at the Edge

* Scaling Selection — Speciation and selection

Central agent distributes Central agent Compute agents
' genomes across compute Inference performed decides the perform reproduction
OO agents (A) in parallel spawn counts in parallel

BEF//BEF|BEF

A A A v
Central agent Compute agents Compute agents reply Central agent sends
@ @ &) creates a new perform Speciation with fitness values spawn count to each
population in parallel with species ID (B+E) agent (F)

[Asynchronous NeuroEvqution]

@ Inference O Reproduction Q© Speciation @ Communication
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Evolution and
Communication Time (s)

Scaling NEAT at the Edge

* Scaling Selection — Speciation and selection
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Scaling NEAT at the Edge

* Extrapolating Scalability

<-C-CLAN_DCS T-CLAN_DCS ~-E-CLAN_DCS -|-CLAN_DDA/DCS
. T-CLAN_DDA --C-CLAN_DDA -~FE-CLAN DDA
= _
= 240
|_
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o 20 60
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Asynchronous NeuroEvolution performs S 8
better throughout the scale

Single-step Inference Multi-step Inference

CLAN_DCS — Distributed Inference CLAN_DDA - Distributed Asynchronous Speciation
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Average time per generation (s)
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.
Conclusion

* We demonstrate a system of agents running on Raspberry Pis learning
collaboratively using neuro-evolutionary algorithms

* Proposed modifications to the algorithm allow
 scaling to continue up to 65 Raspberry Pi nodes
e showing a 2x performance improvement over naive scaling
* reducing communication overhead by over 3.6x

* The proposed system using cheap Raspberry Pi hardware can
outperform higher end computing platforms showcasing a Price-
Performance Product benefit of 2.5x.
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